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Abstract 

Epidemics have in the past caused severe public health challenges, calling for precise and timely 

prediction models to help limit their effects. Conventional statistical approaches tend to fall short of 

representing the intricacies of epidemic dynamics, thus calling for machine learning (ML) methods. With 

the large datasets from multiple sources, ML models are capable of detecting patterns and forecasting 

epidemic trends with improved accuracy. This review examines the application of ML in predicting 

epidemics, covering different algorithms, data, and model evaluation methods. 

Machine learning methods like supervised learning, unsupervised learning, and deep learning 

have proved to be highly successful in predicting disease outbreaks. Supervised models like decision 

trees, support vector machines, and neural networks are commonly applied for classification and time-

series prediction. Unsupervised techniques like clustering and principal component analysis help in 

revealing underlying correlations in epidemiological data. Deep learning algorithms, specifically recurrent 

neural networks (RNNs) and transformers, provide sophisticated prediction functions by processing 

sequential data and providing meaningful insights from large-scale datasets. 

Notwithstanding the potential of ML in epidemic prediction, a number of challenges exist, such as 

data quality concerns, explainability of intricate models, and the need for extensive computations. The 

review showcases present developments in ML-based epidemic forecasting while solving the above 

challenges and suggesting directions for future studies. By combining ML with forthcoming technologies 

like IoT, cloud computing, and explainable AI, epidemic prediction can become more accurate and 

actionable, and eventually, better public health readiness and response. 

Keywords: Machine Learning, Epidemic Prediction, Supervised Learning, Unsupervised Learning, Deep 

Learning, Public Health. 

1. Introduction 

Historically, epidemic outbreaks have resulted in high morbidity and mortality with major public 

health and economic repercussions. Over the past few years, the sudden appearance of novel infectious 

diseases as well as re-emergence of previously eliminated ones has raised the importance of efficient 

epidemic forecast models. For a long time, epidemic prediction was based on mathematical models 

expressing the transmission dynamics of infectious disease using a model set of deterministic or stochastic 

equations. But these models are frequently unable to reflect the richness and diversity of disease spreading 

dynamics. With improvements in computational capabilities and access to large-scale data, machine 

learning (ML) methods have become more prominent as powerful tools for epidemic forecasting. 

Machine learning, a branch of artificial intelligence (AI), has the capability to learn from large 

sets of data and predict outcomes without direct programming of each step. This has strong application 

potential in epidemiology, in which intricate, nonlinear interactions among different factors (e.g., human 

behavior, environmental factors, and healthcare intervention) complicate the use of traditional models to 

deploy and upsize. The various ML methodologies, such as supervised learning, unsupervised learning, 

reinforcement learning, and deep learning, have been employed in various applications to forecast 
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infectious disease spread. The use of ML enables combining disparate data sources, e.g., past epidemic 

information, climatic conditions, social media postings, and mobility patterns, for more precise and 

evolving models.[1],[2] 

There have been studies citing the contribution of machine learning towards the prediction of 

outbreaks of disease like influenza, COVID-19, and malaria. For example, predictive models derived from 

ML algorithms have been found to predict epidemic peaks, detect possible outbreaks in resource-poor 

regions, and predict the efficacy of control measures. Importantly, deep learning models like recurrent 

neural networks (RNNs) and long short-term memory networks (LSTMs) have been especially effective 

at predicting time-series data, and are thus useful for epidemic prediction. These models, when trained on 

past epidemic data, are able to learn complex temporal relationships and can give early warnings for 

impending outbreaks.[3],[4] 

Apart from predicting epidemic dynamics, machine learning has played a key role in learning the 

spread of infectious diseases. Methods such as clustering, dimensionality reduction, and anomaly 

detection assist in detecting latent patterns and relationships in epidemiological data that may not be easily 

evident. For instance, unsupervised learning approaches can differentiate groups of districts or populations 

by comparable outbreak dynamics and allow focused intervention. Also, reinforcement learning 

algorithms have been applied to simulate the effects of various intervention actions and provide evidence 

about how changing the control levels would influence an epidemic's progress. 

Although promising possibilities exist with the application of machine learning towards the 

prediction of epidemics, numerous challenges remain. Concerns around data quality, availability, and the 

explainability of ML models in public health decision-making are some of the major challenges that must 

be overcome. In addition, the unavailability of real-time data, especially in low-income countries, restricts 

the accuracy and generalizability of these models.[5] The present review intends to offer an exhaustive 

review of existing machine learning methods utilized for epidemic prediction, emphasizing their strengths, 

limitations, and future directions of this developing field. The article will also address best practices for 

marrying machine learning to classical epidemiological models and public health policy and preparedness 

implications. 

2. Machine Learning Methods in Epidemic Forecasting 

Machine learning (ML) methods have transformed epidemic forecasting by opening up new 

pathways to investigate complicated epidemiological data. Classical epidemic models, though helpful, 

tend to fall short in being able to factor in the numerous determinants of disease spread. Machine learning, 

as a tool for pattern detection and learning from massive, changing data sets, has been shown to be an 

attractive solution for transcending these shortcomings. Of the numerous ML methods, supervised 

learning techniques like regression, decision trees, and support vector machines (SVM) have been most 

effective in predicting epidemic patterns. Such models can be trained on past data to predict outbreaks of 

diseases, enabling public health officials to take steps in advance to reduce their spread. For instance, 

regression analysis has been used to forecast the transmission of seasonal flu epidemics based on previous 

occurrences and weather factors (Nath et al., 2021)[6]. 

Alongside supervised learning, unsupervised learning methods have also become popular in 

epidemic forecasting. Clustering methods like K-means and hierarchical clustering enable researchers to 

detect hidden patterns in the transmission of infectious diseases in various geographic locations. Such 

methods are able to cluster regions having similar patterns of transmission, and provide useful input for 

focused intervention. In addition, dimension reduction techniques such as Principal Component Analysis 

(PCA) assist in curtailing the data complexity of epidemiology, from which the central factors driving the 
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outbreak can easily be determined. For example, clustering algorithms have been used with great success 

in malaria data, uncovering concealed patterns in transmission dynamics that were not visible through 

conventional statistical techniques (Basu et al., 2019)[7]. 

Deep learning methods have been especially useful in epidemic forecasting because they can 

capture complex, non-linear relationships in big data. Convolutional Neural Networks (CNNs) and Long 

Short-Term Memory networks (LSTMs) have proved promising in time-series forecasting, which is vital 

when forecasting the trajectory of infectious disease outbreaks. LSTMs, for instance, are good at dealing 

with sequential data and therefore can be utilized to forecast trends in diseases over time (Shan et al., 

2020)[8]. Such networks can be learned on many types of data, such as past infection rates, weather 

patterns, and mobility patterns, which can provide complete information about epidemic behavior. 

Furthermore, deep learning algorithms have also been used to forecast COVID-19, facilitating the 

evaluation of intervention strategies like lockdowns and social distancing (Zhang et al., 2020)[9]. 

Reinforcement learning (RL) is another machine learning method that has been applied to 

epidemic forecasting, specifically in modeling and optimizing intervention protocols. RL trains models to 

learn through rewards and punishments, where in the case of epidemics, this means optimizing public 

health policy to maximize the prevention of disease transmission. RL models are capable of modeling the 

efficacy of different control measures, including vaccination drives, quarantines, and social distancing. 

This method has been found to be useful in controlling outbreaks of diseases such as COVID-19 by 

providing optimal intervention strategies in real-time (Yue et al., 2021)[10]. RL has also been applied to 

forecast the reaction of populations to various intervention measures so that public health authorities can 

dynamically modify their strategies. 

In spite of the effectiveness of ML methods in epidemic forecasting, a number of challenges exist 

in their use. Among them is the quality and availability of data, as precise predictions demand large 

amounts of high-quality data. In most areas, particularly in low-income countries, the absence of 

extensive data restricts the use of ML models.[11],[12] In addition, the interpretability of advanced ML 

models is another issue, as decision-makers might be hesitant to base decisions on hard-to-explain or 

interpret models. Hence, hybrid models that merge the strengths of conventional epidemiological models 

with the predictive ability of machine learning are increasingly needed. Such hybrids may improve 

accuracy and interpretability of the forecasts, providing actionable insights for controlling epidemics 

(Basu et al., 2019)[13]. 

Model Type Description Applications in Epidemic Prediction References 

Supervised 

Learning 

Models 

These models learn from labeled data to 

make predictions about future data based 

on input features. Common techniques 

include: Regression, Decision Trees, 

Support Vector Machines (SVMs). 

Supervised models are widely used to 

predict the outbreak of diseases, analyze 

time-series data (e.g., disease incidences), 

and forecast epidemic trends. Examples 

include predicting seasonal flu outbreaks 

and COVID-19 cases. 

[6], [7], 

[9], [10] 

Unsupervised 

Learning 

Models 

These models are used to find hidden 

patterns in unlabeled data. Key techniques 

include Clustering, Principal 

Component Analysis (PCA). 

Unsupervised learning is applied to identify 

hidden clusters or patterns in the data, such 

as regions or populations with similar 

outbreak patterns. It helps group data points 

for targeted interventions. 

[7], [15] 

Deep 

Learning 

Models 

A subset of machine learning that utilizes 

multi-layered neural networks to learn 

representations from data. Key models: 

Convolutional Neural Networks 

Deep learning models are crucial for 

modeling complex, non-linear relationships 

and forecasting epidemic trends, especially 

in time-series prediction. For example, 

[8], [9], 

[13] 
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Model Type Description Applications in Epidemic Prediction References 

(CNNs), Recurrent Neural Networks 

(RNNs), Long Short-Term Memory 
Networks (LSTMs). 

RNNs and LSTMs are used for COVID-19 

and influenza prediction. 

Reinforcement 

Learning (RL) 

RL models learn optimal strategies 

through reward-based feedback. In 

epidemics, RL optimizes decisions and 

interventions (e.g., vaccination, 

quarantine) to reduce disease spread. 

RL is used to simulate the effectiveness of 

intervention strategies, providing decision-

makers with optimal measures to control 

the epidemic's spread. RL models have 

been used for COVID-19 intervention 

planning. 

[10], [34] 

Hybrid 

Models 

Combining traditional epidemiological 

models (e.g., Susceptible-Infected-

Recovered models) with ML techniques to 

enhance prediction accuracy and 

interpretability. 

Hybrid models integrate mechanistic 

knowledge (e.g., SIR models) with data-

driven ML predictions, offering more 

robust forecasting for diseases like 

COVID-19, malaria, and influenza. 

[34], [35], 

[36] 

Time-Series 

Forecasting 

Models 

These models predict future values based 

on previously observed data points. 

Common models: ARIMA 

(AutoRegressive Integrated Moving 

Average), LSTM. 

Time-series models are critical in 

predicting future disease cases, including 

epidemic peaks and trends. LSTMs, for 

example, capture temporal dependencies in 

sequential data like infection rates. 

[8], [24], 

[26] 

Ensemble 

Models 

Ensemble techniques combine multiple 

models to improve prediction accuracy by 

reducing variance and bias. Techniques 

include Random Forests, Boosting, 

Bagging. 

Ensemble models improve predictive 

performance by combining multiple ML 

techniques to increase robustness, 

commonly used in predicting disease 

spread and evaluating control measures. 

[7], [9] 

 

 Regression and decision trees, which are supervised learning techniques, have been widely 

applied for epidemic trend forecasting and outbreak timing. These techniques are particularly 

adept at leveraging historical data for time-series forecasting. 

 Clustering, which is an unsupervised learning model, aids in identifying concealed patterns, such 

as clusters of regions with analogous epidemic behaviors. 

 Deep learning models (RNNs, LSTMs) are particularly well-suited to deal with time-series data 

and hence suited for predicting disease spread trends. 

 Reinforcement learning helps optimize public health interventions like vaccination and 

quarantines through real-time assessment of interventions. 

 Hybrid models consisting of classical epidemic models (SIR) merged with machine learning 

provide a well-rounded approach towards epidemic prediction with both domain-knowledge and 

data-driven insights combined. 

These models, together with information from various sources, improve the accuracy and timeliness 

of epidemic forecasting, allowing for improved preparedness and response to infectious disease. 

3. Sources of Data for Epidemic Prediction 

Successful epidemic prediction is critically dependent on data availability and quality from 

diverse sources. Historically, data for epidemic forecasting was largely obtained from health facilities, 

including hospitals, health clinics, and public health agencies. The sources of these data offer primary 

information such as infection rates, hospitalization rates, mortality rates, and immunization coverage. Yet, 

these traditional sources are potentially constrained by report lags and gaps, particularly in countries that 

have poorly developed health infrastructures. To correct these limitations, alternative data sources such as 
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environmental data, social media, and mobility data are increasingly being used to enhance epidemic 

prediction timeliness and accuracy. 

Disease surveillance data is one of the most vital sources of data for epidemic prediction, 

encompassing real-time information on reported cases of infectious diseases. National and global health 

authorities, including the World Health Organization (WHO) and the Centers for Disease Control and 

Prevention (CDC), collect large-scale disease trend databases that are essential for early warning systems. 

Surveillance data may contain information about the geographic spread of outbreaks, demographics of 

populations affected, and temporal patterns of disease transmission. Research has established that 

combining such data with machine learning algorithms will result in better predictions of disease 

outbreaks (Khan et al., 2020; Vasilenko et al., 2021).[14][15] 

Besides disease-specific surveillance data, environmental and climatic determinants are an 

important factor in the transmission of infectious diseases. Temperature, humidity, and rainfall patterns 

may affect vector-borne diseases like malaria and dengue fever. Likewise, air pollution and water quality 

are key in forecasting the outbreak of diseases like cholera. Environmental information gathered from 

weather stations, satellite images, and climate models may be combined with epidemiological data to 

enhance predictive accuracy. For instance, a study conducted by Rojas et al. (2020)[16] illustrated the use 

of integrating weather data with epidemic models to forecast the seasonal high points of outbreaks such as 

the influenza and the Zika virus. 

Another source that is on the rise for making epidemic predictions is social media, where users 

frequently post about symptoms, outbreaks, and health concerns. Platforms like Twitter, Facebook, and 

Reddit have been used to monitor disease trends in real time, frequently prior to official reports. By 

examining keywords, hashtags, and geographic location information from social media posts, researchers 

are able to identify disease outbreaks and measure public attitudes towards health interventions. This type 

of "digital disease surveillance" has been demonstrated to give early warning signs of disease outbreaks, 

for example, the forecasting of the Ebola outbreak in West Africa in 2014 (Signorini et al., 2011)[17]. In 

addition, social media information can be utilized to forecast public reactions to interventions, for 

example, vaccination campaigns or quarantine (Shao et al., 2021)[18]. 

The fast growth of mobile technology has also made mobility data accessible, which could be 

utilized in tracking human patterns of movement. Call detail records (CDRs) and GPS data of mobile 

phones enable scientists to analyze people's mobility and determine how mobility influences the 

transmission of infectious diseases. For example, research has applied mobility data to forecast the 

COVID-19 transmission by examining the way individuals move between areas and how this impacts the 

rate of disease spread. Google and Apple have released aggregated mobility data for public health 

researchers to access since the COVID-19 pandemic, offering insights into human activity patterns, 

including movements between various nations and areas (Google COVID-19 Mobility Reports, 

2020)[19][20]. Combining these patterns of mobility with other health-related data sources has been 

useful to fine-tune epidemic models. 

Lastly, genomic information is now a key information source for forecasting epidemics, 

especially when viral diseases are being considered. It is possible for scientists to observe the patterns of 

mutation and evolutionary history of viruses by analyzing their genetic composition and thus observe 

some early warning signals of prospective transmission dynamics change. Whole genome sequence 

(WGS) information of pathogens like the SARS-CoV-2 virus has been utilized to track viral transmission 

and pinpoint hotspots for potential outbreaks in the future. In addition, genomic information can be 

employed to detect new variants of concern, which is important in informing vaccine development and 
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public health response (De Maio et al., 2020)[21],[22]. Genomic epidemiology is an emerging area for 

enhancing epidemic forecasting and prevention.[23]. 

4. Evaluation Metrics for Epidemic Prediction Models 

Performance evaluation of epidemic prediction models is important to ascertain their reliability 

and applicability in real-world contexts. Various epidemic models, particularly those based on machine 

learning (ML), need a range of evaluation metrics to measure their accuracy, robustness, and 

generalizability to new data. Typically applied metrics for assessing epidemic forecasting models are 

accuracy, precision, recall, F1-score, and area under the curve (AUC). Such metrics, commonly from 

classification problems, give insights into the performance of the model to accurately predict epidemics, 

the ratio of false positives and false negatives, and its overall classification accuracy (Ranjan et al., 

2020)[24]. For instance, precision and recall are used to balance the desire for identifying genuine 

epidemic occurrences at the expense of false alarms, which is specifically important in epidemic 

forecasting where incorrect predictions can cause wasteful allocation of resources. 

Apart from these fundamental classification metrics, the area under the receiver operating 

characteristic curve (AUC-ROC) is commonly utilized to measure model performance. The AUC offers a 

more holistic assessment by quantifying the trade-off among sensitivity (true positive rate) and specificity 

(true negative rate) across varying thresholds. An enhanced AUC reflects better model performance, 

particularly in discriminating between epidemic and non-epidemic periods (Li et al., 2019)[25]. The 

AUC-ROC is particularly valuable when working with imbalanced datasets, where outbreaks may be 

much fewer than periods of normalcy. Hence, AUC-ROC can be used to measure how well the model 

performs in classifying rare events, which is a common situation for epidemic forecasting. 

In addition, mean absolute error (MAE) and root mean square error (RMSE) are standard 

measures to evaluate continuous prediction tasks, especially when predicting the number of infections by 

time. These metrics quantify the difference between predicted and actual values and give a direct measure 

of how well the model can follow the development of an epidemic. RMSE, specifically, penalizes big 

errors more than small ones and is therefore a good metric for situations where precise peak forecasts are 

important (Wang et al., 2020)[26]. These metrics based on errors are frequently applied in time-series 

forecasting models like deep learning-based models or ARIMA models, where one needs to forecast the 

path of an epidemic for a specified period. 

For forecasting models that project epidemic growth dynamics, it is crucial to measure the 

predictive performance for short-term and long-term predictions. Cross-validation methods, such as k-fold 

cross-validation, are used to assess the model's ability to generalize to other subsets of the data. This 

method avoids overfitting, guaranteeing that the model will perform well on new data. Cross-validation 

also enables the detection of possible model biases, giving insights into where the model may perform 

poorly, for instance, during certain epidemic stages (Santiago et al., 2018)[27]. Through cross-validation, 

researchers are able to assure that the epidemic prediction model is reliable and versatile enough to 

capture changing patterns of outbreaks over time. 

Finally, the interpretability of epidemic prediction models is also a significant measure for 

evaluation, especially in public health where decision-makers must know why the predictions made by 

models. Techniques like SHAP (Shapley Additive Explanations) and LIME (Local Interpretable Model-

agnostic Explanations) can be employed to evaluate the contribution of various features towards the 

predictions made by the model, thereby generating trust in the model's results. Interpretability may not be 

a conventional "metric," but it is a crucial aspect that makes epidemic prediction models transparent, 

actionable, and usable by policymakers and public health practitioners (Molnar, 2020)[28]. This is 
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particularly important in high-stakes settings such as pandemic management, where the price of 

misinterpretation is steep. 

5. Challenges 

Though highly promising, epidemic prediction by machine learning (ML) is prevented by a 

number of major limitations from being employed widely and correctly. One key limitation is that data 

quality and availability are critical. To forecast correctly, ML models need comprehensive, high-quality 

datasets, usually incomplete or irregular, especially for low-resource contexts. Most areas, particularly in 

the developing world, do not have strong data collection systems, and this restricts the construction of 

complete models. Incomplete data on cases of disease, demographics, mobility patterns, and 

environmental factors can lead to skewed or erroneous predictions. The data might also have issues like 

missing values, outliers, or inconsistencies that must be handled prior to inputting it into machine learning 

algorithms (Feng et al., 2021)[29][30]. 

Another issue is interpretability and transparency of machine learning models. Most sophisticated 

ML models, particularly deep learning algorithms, tend to be "black boxes" in that they make predictions 

without explaining how the predictions were generated. In epidemic prediction, this uninterpretability can 

be a major obstacle to uptake, especially for public health agencies that must make evidence-based, 

informed decisions. Decision-makers can be reluctant to adopt models that do not provide an easy insight 

into the underlying mechanisms behind the predictions. Accordingly, building transparent, interpretable 

models that are balanced between accuracy and explainability is important in order to guarantee trust and 

reliability of ML-based epidemic prediction (Ribeiro et al., 2016)[31][32]. 

A third challenge is generalization and model robustness. Epidemic dynamics can differ greatly 

between regions and diseases, and it may be challenging for a single ML model to generalize across 

different environments. For example, a model learned from data from one outbreak might not generalize 

well when used in a different disease or region with different socioeconomic, environmental, or healthcare 

contexts. This issue of model overfitting, such that a model is good on training data but bad on novel data, 

is common in epidemic prediction tasks. Making models resilient enough to generalize across different 

conditions and make credible predictions under different scenarios is a major challenge in the field (Jiang 

et al., 2020)[33]. 

6. Future Scope 

As machine learning advances further, future epidemic prediction studies will probably aim to 

enhance model accuracy and stability using improved data integration and hybrid methods. One possible 

avenue of research is the use of real-time information from heterogeneous sources, such as social media, 

mobile health apps, and environmental surveillance systems. Such information, when assimilated 

properly, has the ability to make prediction models more responsive and enable monitoring of epidemics 

in real-time, making more prompt interventions feasible. Future investigations can also explore how 

hybrid models may be crafted to integrate machine learning's forecasting strength with that of 

conventional epidemiological models like the Susceptible-Infected-Recovered (SIR) model. Through both 

the mechanistic insight of disease transmission and data-driven inferences from ML, hybrid models would 

be able to provide an integrative way to epidemic forecasting (Shao et al., 2021)[34][35]. 

Another area of future research is enhancing the explainability and interpretability of machine 

learning models in public health contexts. Powerful deep learning models, though highly effective, tend to 

be "black boxes," and it is difficult for policymakers to have complete faith in their predictions. As 

machine learning becomes an increasingly central aspect of epidemic forecasting, scientists need to 

concentrate on creating models that not only predict accurately but also produce understandable 
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explanations of how predictions are generated. This would increase transparency and accountability of 

public health actions taken based on ML outputs. In addition, methods for overcoming challenges in data 

quality, including data missingness and bias, will be important in enhancing the confidence of epidemic 

forecast models. Strategies for dealing with incomplete or skewed datasets, together with methods to 

account for uncertainty in predictions, can be looked into in subsequent studies to see to it that ML models 

return actionable and credible forecasts (Wang et al., 2020; Li et al., 2020; Brown et al., 2021)[36][37]. 

7. Conclusion 

Machine learning (ML) methods have significantly progressed the application of epidemic 

prediction by providing for the use of extensive and various datasets to establish patterns and trends that 

conventional models are not equipped to identify. By combining approaches such as supervised learning, 

unsupervised learning, deep learning, and reinforcement learning, ML models have illustrated their 

potential for forecasting disease outbreak, comprehension of transmission dynamics, and assessment of 

intervention strategies. These models have been widely used for successful prediction of numerous 

infectious diseases like influenza, COVID-19, and malaria and have resulted in more proactive and 

focused public health responses. Even with these advancements, challenges of data quality, model 

interpretability, and computational complexity remain hindrances to realizing the full capability of ML for 

epidemic prediction. 

Research in this field in the future aims at improving robustness and precision of epidemic 

forecasting through enhanced integration of data, the hybrid method, and better model interpretability. 

The use of real-time data from various sources, including social media, mobility, and environmental 

conditions, promises more active and timely forecasting. In addition, the integration of conventional 

epidemiological models with ML can offer a full-fledged method of forecasting. Solving challenges such 

as data incompleteness, model generalization, and explainability of sophisticated algorithms will be key to 

enhancing the reliability and acceptability of ML-based predictions. These initiatives will eventually 

contribute to more resilient epidemic prediction systems that can facilitate timely public health 

interventions, slow the transmission of infectious diseases, and enhance global health preparedness. 
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